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Abstract

Taking colorimetric color reproduction into account, t
conventional error diffusion method is modified for co
digital halftoning. Assuming that the input to a bilev
color printer is given in CIE-XYZ tristimulus values o
CIE-LAB values instead of the more conventional RG
or YMC values, two modified versions based on vec
operation in (1) the XYZ color space and (2) the LA
color space were tested. Experimental results show
the modified methods, especially the method using
LAB color space, resulted in better color reproduct
performance than the conventional methods. Spatia
tifacts that appear in the modified methods are prese
and analyzed. It is also shown that the modified met
(2) with a thresholding technique achieves a good s
tial image quality.

1 Introduction

Many digital halftoning techniques including fixed pa
tern, ordered dither, and error diffusion have been
veloped to produce an illusion of a continuous tone im
with a bi-level printer.1–4 As color bilevel printers, suc
as ink jet printers, have become more widely used, c
digital halftoning methods have been developed al
with monochromatic digital halftoning.5,6 The need for
higher image quality and the increasing performanc
digital hardware such as DSP indicates that error di
sion (ED) among many possible algorithms may be
most promising as a fundamental algorithm.

When color digital halftoning is used in an ima
transmission application such as a color facsimile,
production of the original color at the receiving site b
comes very important. This issue is addressed as de
independent color reproduction. To achieve colorim
ric color reproduction between different display devic
in color image transmission, it is necessary to use a c
mon color space such as CIE tristimulus values, XYZ
CIE uniform color space, LAB, rather than the device 
pendent RGB or YMC representation. In the near futu
we believe such color spaces will be adopted as the 
dard parameters describing color.7,8 For the devices tha
produce continuous tone, many color matching techniq
have already been developed.9,10 However, for color digital
halftoning, there have been only a few approache
establishing the use of a standard color space.11–13
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The eight dotwise colors reproduced by a bile
color printer with yellow, magenta, and cyan inks are
follows: white (W) of paper itself, yellow (Y), magen
(M), and cyan (C) as the first-order colors, and red (
green (G), and blue (B) as the second-order colors, 
black (K) as the third-order color. Here, we define th
eight colors as the primary colors. When the prim
colors are spatially distributed in a small area with a 
tain area ratio, a mixed color of these primary color
perceived by the human visual system. According
Neugebauer, a simple model that estimates such a 
mixture is given by linear combinations of tristimul
values of the primary colors with the corresponding a
ratio.14,15

In the simplest color ED method using, Y, M, C se
rations, each component of the color image is indivi
ally processed just as the monochromatic vers
resulting in a calculated dot pattern. In the actual c
first the original Y, M, C separations are color correc
through a masking operation and then the ED algori
is applied to generate a dot pattern. Even in such a c
however, the dot pattern generated by superpositio
three individually processed components is not contro
systematically and therefore colorimetric color reprod
tion is not guaranteed inherently.

In this paper, we extend the ED algorithm to the co
vector space. When an input image to be processe
given in vector form composed of XYZ or LAB value
and the XYZ or LAB values of the eight primary colo
used are also known, the proposed method can gen
a proper dot pattern in a one-step systematic way b
on vector operation, which can potentially produc
colorimetrically correct image. Two ED methods usi
the color vector spaces, XYZ and LAB, are tried he
This paper explores not only the proposal of vector 
erations using the standard color space, but also the 
parison of the color spaces used and the introductio
a technique to remove a smear artifact that appea
the vector ED method.

2 Methods

2.1 Scalar Method
First, we review the ED algorithm for a monochr

matic image. If the original or objective pixel value fmn

at the location (m,n) is expressed in 8 bits, the range
value is
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      0 ≤ fmn ≤ 255. (1)

For each pixel, the final bilevel value vmn is given by
the following equations,

v
x t

x tmn
mn

mn

=
>
≤





255

0

,

,
,

for

for (2)

 x f w emn mn
ij

ij m i n j= + ∑ + +, , (3)

 e x vm i n j m i n j m i n j+ + + + + += −, , , . (4)

Namely, the corrected value xmn is given by a sum
mation of the objective value fmn and the weighted com
bination of the error em+i,n+j caused by binarization at th
neighboring pixels. The typical weights {wij} originally
used by Jarvis, Judice, and Ninke2 are given in Fig. 1
The corrected value xmn is compared with a predetermin
threshold level t (usually 128) and the final level is d
termined according to Eq. (2). This process is repe
pixel by pixel in the raster scan fashion over the en
picture.

Figure 1. Weights {wij} proposed by Jarvis, Judice, and Nink2

for the ED algorithm.

As mentioned in the previous section, in the simp
color digital halftoning where the above operation is 
ried out for each color component independently, the c
rimetric color reproduction is not guaranteed. In this pa
this method is called a scalar method and is compared
the modified methods using vectors.

2.2 XYZ Method
We modified the above method in two ways. T

underlying idea of the modified versions is similar to 
monochromatic version. The differences lie in that colo
treated by vector rather than scalar. The two vector
methods are different with respect to the usage of c
space. In the following explanation f, e, x, and v denote
a vector whose elements are the X, Y, Z values and f ′, e′,
x′, and v′ denote a vector whose elements are the L*, a*,
b* values. The components of a LAB vector are deri
from those of the corresponding XYZ vector as

       L* = 116(Y/Yn)1/3 – 16, (5)

       a* = 500[(X/Xn)1/3 – (Y/Yn)1/3], (6)

       b* = 200[(Y/Yn)1/3 – (Z/Zn)1/3], (7)
d
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where Xn, Yn, Zn are the XYZ values for the referen
white.16

In the first modified method, a corrected vector a
an error vector are calculated in the XYZ color spac

x f emn mn
ij

ij m i n jw= + ∑ + +, (8)

e x vm i n j m i n j m i n j+ + + + + += −, , , . (9)

The weights are same as the scalar method; fmn is an
objective color and vm+i,n+j is one of eight primary colors
The choice of a color from eight primary colors is do
by the following equation:

v v x vmn l mn l= −{ }min , (10)

where ⋅  denotes the Euclid norm of a vector. The ab
equation means that the primary color closest to the
tor xmn is chosen. For example, if red among the e
primary colors is closest to xmn, magenta and yellow be
come ON and cyan OFF at the location (m,n).

This way of using the XYZ color space is a straig
forward approach in the sense that the perceived c
for the mixture of color microdots is reasonably m
eled in the XYZ color space as is the case with 
Neugebauer equations.14

2.3 LAB Method
If the LAB color space is used as the standard c

signal, the algorithm using a LAB vector instead of 
XYZ vector is easier to implement. Namely, the correc
vector and the error vector are calculated in the L
color space as

x e' ' ' ,mn mn
ij

ij m i n jw= +∑ + +f (11)
and

e x v' ' ' ., , ,m i n j m i n j m i n j+ + + + + += − (12)

The choice of color is also based on the Euclid n
in the LAB color space as

v v x v' ' min ' ' .mn l mn l= −{ } (13)

It should be noted that if linear combinations of XY
values of primary colors used give a good approxi
tion for perceived color for microdots, linear combin
tions of the LAB vector obtained by nonline
transformation of XYZ might not be a good approxim
tion, conversely.

2.4 Smear Reduction
As we will show in the next-section, when we u

the vector ED methods, two kinds of unfavorable artifa
appear around some transition areas of color. We call t
artifacts the slow response and smear in this paper. T
artifacts do not appear in the case of the scalar
method. Detailed analysis of these artifacts will be gi
in a later section. Here we briefly show a cause of
smear artifact and give a solution to the problem.
Chapter V—Tone Reproduction and Gamuts—417



s i
rg

or
ft

ma
in
om

arg
th
d
te
, a
ile

ch
 pr
ly

ve
er
 im
 h
is

ve
te
no
rs
 c
co
gh
 of
se

ives
en-
sion
s in

.0

.0
7.2
.5

1.3
4.1
.6
.4

d:
When a color gamut spanned by primary color
distorted, vector ED algorithms tend to produce a la
error vector e during an ED process for uniform col
area although the resultant dot pattern is stable. A
the process reaches the transition area, it spends 
pixels to cancel the large residual error in the follow
color area. As a result, unfavorable color different fr
the objective color appears there.

A simple way to reduce such smear is to neglect l
color differences in the transition area. Namely, if 
difference between the objective color f and the correcte
colors x of the neighboring pixels exceeds a prede
mined threshold, this is regarded as a transition area
the errors are omitted in the ED process. The deta
flow of this procedure is shown in Fig. 2.

Figure 2. Procedure for smear reduction using threshold te
nique. Only the vertical process is presented. The horizontal
cess similar to the vertical process is carried out successive

3 Experiment

To compare the performance of the scalar and two 
tor methods, we applied the above algorithms to sev
sample images and evaluated the resulting halftone
ages. The printer used in this experiment is a silver
lide type printer (Fuji, Pictrography 3000). Although th
printer can produce 24 bits full color (8 bits × 3 dyes),
we used only the maximum (255) and minimum (0) le
for each dye when we simulated a bilevel color prin

In the proposed methods, it is necessary to k
the XYZ values of eight primary colors. Thus, we fi
printed these solid color patches and measured the
ors of each patch by a spectrophotometer (ICS-Texi
SF-500). Table 1 shows the XYZ and LAB values of ei
primary colors of the Fuji printer. In the calculation
the LAB values, we used XYZ values of the paper it
418—Recent Progress in Digital Halftoning II
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used in the printer as the reference white. Figure 3 g
the location of eight primary colors in each three-dim
sional space. It should be noted for the later discus
that the color gamut spanned by eight primary color
XYZ color space is very thin and distorted.

Table 1. XYZ and LAB values of eight primary colors.

Primary color X     Y Z   L*        a*   b*

White      76.8   80.4   92.4 100       0.0     0
Yellow      58.2   65.9   18.1  92.6   -11.9 71
Magenta      33.0   19.1   39.9  55.9    67.5  -2
Cyan      23.6   35.3   62.4  72.2   -42.6  -23
Red      17.1     9.4     1.2  40.7    58.6    5
Green      17.3   29.8     8.3  67.3   -54.9    5
Blue        5.1     4.9   21.2  29.7      4.8   -43
Black 0.6     0.7     0.7    7.8    -1.4      2

Figure 3. Location of eight primary colors of the printer use
(a) XYZ color space and (b) LAB color space.

(b)

(a)

Z
L

*



e XYZ
Figure 4. Original samples and halftone images: (a) the original (objective) images, (b) the scalar (RGB) method, (c) th
method, and (d) the LAB method. (Continued on next page.)

(a) original (b) RGB

(c) XYZ (d) LAB

(a) original (b) RGB

(c) XYZ (d) LAB

Image #1

Image #2
Chapter V—Tone Reproduction and Gamuts—419



e error
(a) original (b) RGB

(c) XYZ (d) LAB
Image #3

Figure 4. Continued

Figure 5. The halftone images of the Machbeth checker generated without smear reduction operation (a) and (b) and th
images (c) and (d).

(a) XYZ (b) LAB

(c) XYZ (d) LAB
420—Recent Progress in Digital Halftoning II
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The (a) images in Fig. 4 show three original samp
used in the experiment. The image size is 760 × 512 pix-
els. Image number 1 is a Machbeth color checker, w
is mainly used for quantitative evaluation with respec
color reproduction. Image numbers 2 and 3 are pictorial
images, which were used for subjective evaluation w
respect to color reproduction and spatial image qua

Each sample image originated from digital R, G, a
B values (8 bits × 3 channels). In the scalar ED metho
these values were used as input data as they are. I
vector methods, objective images must be given by X
or LAB values. We regarded the sample images prin
by the above-mentioned printer with full color as t
objective images. The XYZ values of the printed ima
were estimated in the following way. First the relatio
ship between input signal R, G, B and actually produ
color X, Y, Z were calculated in advance using 125 co
patches uniformly selected from the RGB space. T
we estimated XYZ values of a printed image, pixel
pixel, from the original RGB values by using the abo
relationship. The LAB values were calculated from 
estimated XYZ values according to Eqs. (5) to (7).

Some error may exist in the estimation of XYZ v
ues because of the small number of color patches 
in the calibration. Though the estimated XYZ ima
would not have any problem in spatial quality eval
tion and rough evaluation of color reproduction, it is 
suitable for critical evaluation of color reproductio
Thus, an accurate quantitative evaluation was carried
with the Machbeth checker. We directly measured 
color of 24 patches in the originally printed Machbe
checker by the spectrophotometer and regarded t
values as the objective colors. The color patches in
halftone images generated by the ED methods were
measured similarly, and the color differences betw
the objective and resultant colors were calculated.

First we will show the spatial artifacts in the vec
ED methods. Figures 5(a) and 5(b) show the halft
images of the Machbeth checker with the artifacts. 
slow response artifact appears at e.g., (2, 1) (2nd 
1st column), (2, 6) (3, 4) patches in Fig. 5(a). The sm
artifact appears at (3, 2), (4, 2) in Fig. 5(a) and (3, 4)
1), (4, 2), etc. in Fig. 5(b). These artifacts tend to 
pand down. The vector ED methods were applied to
pictorial images as well. As a result, any visible artif
did not appear when using the LAB color space, wh
both artifacts appeared and the resulting image qu
was very poor when using the XYZ color space.

As far as the smear artifact is concerned, we 
clearly show that the artifact highly relates to the ac
mulation of the error vector. Namely, Figs. 5(c) and 5
are the error images defined by x fmn mn− 2  in which the
bright parts represent large error and their bottom a
correspond to the smear artifact in Figs. 5(a) and 5(b
will be shown below that these artifacts are fairly 
duced by the thresholding technique.

Figures 4(b) to 4(d) show the resultant images g
erated by the scalar and vector ED methods. In al
sults by the vector ED methods, the threshold
operation is adopted. The threshold level was set t
50, which was decided empirically after some trials. T
set of the level was rather robust. It took about 10 to
s

h
o

h
.

d
,
the
Z
d

s
-
d
r
n

ed

-
t

ut
e

se
e

so
n

e
e
w,
ar
,
-
e
t
e
ty

n
-
)

as
 It
-

-
e-
g
e

s
0

s to generate a halftone image using the vector ED m
ods by a micro SPARC II compatible workstation (J
pan Computer Corp.)

First, we consider the spatial quality of the imag
In the LAB method, the smear is successfully redu
and its spatial quality is fairly good as is the case of
scalar (RGB) method. In the XYZ method, though t
smear artifact is reduced, the slow response is not
proved. As a result, the spatial quality remains relativ
poor.

Next, let us focus on the color reproduction perf
mance. Using 24 color patches in the Machbeth chec
the color differences were evaluated in both the X
color space and the LAB color space by the equati
defined as follows:

     

∆E X X Y Y

Z Z

XYZ rep obj rep obj

rep obj

= − + −[
+ − ]

( ) ( )

( ) ,
/

2 2

2 1 2 (14)

     

∆E L L a a

b b

LAB rep obj rep obj

rep obj

= − + −[
+ − ]

( ) ( )

( ) ,

* * * *

* * /

2 2

2 1 2 (15)

where the subscripts rep and obj denote reproduction and
objective, respectively. The former would be a suitab
measure for the XYZ method based on the Neugeb
theory. For human visual system, however, the diff
ence in the LAB color space should be a better mea
and better correlate to subjective evaluation.

The average color differences over 24 colors 
summarized in Table 2. The individual values of ∆ELAB

are also shown in Fig. 6. As we expected, the vector m
ods achieved better reproduction than the scalar met
The LAB method is superior to the XYZ method wi
respect to color reproduction as well as spatial qua
For the pictorial images, we still feel that the color 
production of the vector methods is better than the R
method, especially for reddish objects or blue sky.

Table 2. Average color differences (measured).

Color space ∆EXYZ ∆ELAB

RGB 5.4 12.5
XYZ 3.4   6.7
LAB 2.8   4.4

4 Discussion

In this section, we will discuss the difference betwe
two presented vector ED methods in color reproduct
and then analyze the slow response and smear prob
through computer simulation.

4.1 Color Reproduction
As mentioned in the previous section, if the co

reproduction were exactly subject to the Neugeba
theory, the XYZ method should achieve much bet
color reproduction. To confirm this expectation, we p
dicted the color reproduction under the ideal print
characteristics, where each microdot produces the s
Chapter V—Tone Reproduction and Gamuts—421
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color exactly and no dot gain exists. For the Machb
checker, we numerically calculated each area ratio of
primary colors from the dot pattern generated by 
above methods, and predicted the macroscopic colo
the weighted linear combination of the primary colo
Then we calculated the color difference from the obj
tive colors. The result is shown in Table 3. As expect
the XYZ method provides the best color reproductio
The values are not zero even in the ideal model beca
the average is calculated over a finite area that usu
has any error to be diffused to the outside of the are

Figure 6. Color differences ∆ELAB for each color patch: (a) the
scalar method, (b) the XYZ method, and (c) the LAB meth

Table 3. Average color differences (calculated).

Color space ∆EXYZ ∆ELAB

RGB 13.6 18.5
XYZ   0.3   1.7
LAB 16.1 11.9
422—Recent Progress in Digital Halftoning II
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The fact that the color reproduction performance
the XYZ method is better than the LAB method is 
consistent with the experimental results and implies 
in the actual printing system used, each microdot d
not produce the ideal density profile. Thus, in future w
we have to take the characteristics of the actual prin
system into account and further modify the algorithm
order to achieve better color reproduction. After that,
need to compare the proposed methods again.

4.2 Analysis of Spatial Artifact
Through computer simulation, we analyzed cau

and characteristics of the slow response and smear p
lems when the ED algorithm is applied in vector m
ner. To understand the problems simply and visually,
assume that only two inks, i.e., Y and M, are used, and
consequently the halftone image is generated by 
primary colors, Y, M, W, R. The dimension of color spac
was also reduced to two for simplicity. A spatially u
form color image with 256 × 256 pixel size was estab
lished as an objective image.

In the scalar method, the objective color was se
be (Yo,Mo) = (0.55, 0.54). Y and M were independently
processed here and the resultant halftone image sh
in Fig. 7(a) was obtained. The behavior of the ED p
cess along with the central vertical line (n = 128) of the
image was traced. In Fig. 8(a), four apexes of the sq
correspond to four primary colors and the symbol ❑ near
the center of it gives the objective color. In this squa
only the horizontal value is used for the Y separate im-
age, while only the vertical value is used for the M sepa-
rate image. Black dots in the figure give the correc
values along with the central vertical line, defined b

Y Y w e

M M w e

m o ij m i j

m o ij m i j

, ,

, ,

,

.

128 128

128 128

= +

= +
+ +

+ +

∑
∑

Figure 7. Halftone images generated by (a) the scalar met
(b) the vector method in the case of highly distorted color ga
(c) the vector method in the case of moderately distorted c
gamut, and (d) the vector method with Floyd fiber.
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Figure 8. Corrected vector xmn along with the central vertical line. Items (a) to (d) correspond to those of Fig. 7. The sym❑

represents the objective color.
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Figure. 9. Error images defined by the power of deference
tween the objective and corrected vector. Items (a) to (d) 
respond to those of Fig. 7.

As shown in the figure, the dots are distribut
around the objective color. The power of error defin
by E = (Ymn – Yo)2 + (Mmn – Mo)2 was also calculated a
each pixel, which is shown in Fig. 9(a). The values 
normalized by the maximum value in the image and 
e-
r-

d

e
-

played by the bright level. Biased error distribution
not observed in this case.

Next, we present the computer simulation of 
vector ED method. We assume that four primary co
are on a two-dimensional color plane being defined
the p,q coordinate. Let us consider the two cases wh
the rectangle gamut spanned by the four primaries is
torted highly [Fig. 8(b)] and moderately [Fig. 8(c)]. W
set the objective color to be fo = (p,q) = (0.55,0.54) and
applied the vector ED to this objective image. The c
rected vectors xm,128 = fo + ∑ wijem+j,128+j are plotted by black
dots in Figs. 8(b) and 8(c). In the figures, the general tr
of the corrected vector along with the central vertical 
in the image. The power of the error vector defined

x fmn mn− 2  is visualized as shown in Figs. 9(b) and 9(c
In the case of vector ED, it is found that the c

rected vector xmn is distributed away from the objectiv
color f. Especially for the highly distorted gamut, t
converged area of xmn is very far from fo and it takes a
long time to reach there. Since in the upper or star
area of the image, the primary colors Y and M are close
to the corrected color xmn, only those colors are used 
generate a halftone. The third color R participates in the
halftone generation later. This varying dot pattern al
the vertical direction can be observed in the resul
halftone image in Fig. 7(b). This slow artifact is simi
to the (2,1) or (2,6) patch in Machbeth pattern of F
5(a). Considering the extension of this behavior to 
actual case with three dimensions, we could say tha
nonuniform distribution of primary colors causes t
slow response. The fact that the LAB method has fa
Chapter V—Tone Reproduction and Gamuts—423
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response than the XYZ method may result from the 
tribution of primary colors being more uniform, as sho
in Fig. 3.

Figure 10. Weights {wij} proposed by Floyd et al. for the E
algorithm.

When the objective image is the Machbeth checker
residual error vectors at the end of the patch are transf
to the next patch. These vectors, however, may be fairly 
in cases such as Fig. 8(b). The following patch has to s
many pixels to cancel this error. It leads to the smear 
fact, as typically appeared in Figs. 5(a) and 5(b). Since
proposed thresholding process omits the large error ve
at the boundary of the color patches, the smear artifac
be reduced.

(a) XYZ

(b) LAB

Figure 11. Halftone images of the Machbeth checker ge
ated with Floyd filter: (a) XYZ method and (b) LAB metho

We have also investigated the effect of the filter s
through simulation. A smaller filter proposed by Flo
424—Recent Progress in Digital Halftoning II
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and Steinberg shown in Fig. 10 was applied to the hig
distorted case. The resultant halftone image, correc
vector, and error image are shown in Figs. 7(d), 8(
and 9(d), respectively. Compared to the case of the Ja
filter, the dot pattern became stable faster. The Flo
filter was then applied to the Machbeth checker. Fig
11 shows the resultant halftone images. Though the s
response in the XYZ case was improved, unfavora
texture appeared in some patches. Judging from all
experimental results obtained, it is suggested that 
vector ED algorithm with the Jarvis filter in the LAB
color space achieves the most excellent image qual

5 Conclusions

Taking colorimetric color reproduction into account, w
modified conventional or scalar ED for color digit
halftoning. Assuming that the input to a bilevel col
printer is given in XYZ or LAB values instead of RG
or YMC values, we tested two vector ED methods, o
using the XYZ color space and the other using the L
color space. We also analyzed the spatial artifacts
pearing in the vector ED methods and introduced a sm
reduction technique. From the experimental results
was found that both modified methods can improve co
reproduction compared with the conventional meth
The LAB method showed the best color reproduct
performance (∆ELAB = 4.4) and has spatial quality as go
as the conventional method.

We believe that further improvement in color repr
duction is possible by taking the actual printing pro
erty including dot gain into account.
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